
  

 

 

Research on Chinese Patent Infringement Detection Algorithm Based on 
Semantic Extended Vector Space Model 

Shuangyuan Zoua, Wenxi Zhengb and Min Wuc 
Center of Modern Educational Technology, University of Science and Technology of China, Hefei 230026, 

China 
azshy@mail.ustc.edu.cn, bwxzheng@ustc.edu.cn, cminwu@ustc.edu.cn 

Keywords: Chinese patent, patent infringement, VSM, Word2Vec 

Abstract: As the core-competitiveness of enterprises, patent infringement litigation is becoming 
more frequent at present. Once companies are involved in patent infringement disputes, they usually 
spend a lot of time and energy to deal with it. In this paper, the Word2Vec word vector model is 
trained by some Chinese patent data samples and other Chinese corpus such as Wikipedia, and use 
this model to calculate the similarity between Chinese words. Then use traditional vector space 
model (VSM) and Word2Vec model to calculate the similarity of Chinese patent claims. Using 
similarity to determine whether a patent is infringed. This paper provides an effective method for 
the retrieval of patent infringement related personnel patent examiners and patent owners, etc. 

1. Introduction 
With the development of economic globalization and fierce competition in the market, the most 

important point of enterprise is technological innovation, and high-quality patented technology is 
the core-competitiveness of enterprises. Due to the promotion of the market, the number of patents 
in China is exploding. According to the statistics of the China Intellectual Property Office, in 2017, 
the number of Chinese patent applications was 1.382 million, that is a big number. 

With the increase in the number of patents, patent infringement litigation has become more 
frequent. In order to protect their patents and prevent the risk of patent infringement, the company 
needs a reliable system for patent infringement retrieval. However, the most of the current patent 
search systems are based on Boolean search model, such as the State Intellectual Property Office of 
China and the China Patent Information Network. These systems do not provide infringement 
analysis. 

The basic principles of patent infringement include over all coverage, equivalence and no 
remorse [1]. The methods for patent similarity determination can be divided into two categories: 
citation-based method and text-based method. This paper analyzes the latter method. Here is some 
previous research in this direction. Bergmann [2] used the sentence structure to calculate the patent 
infringement, and used the DNA chip technology patent infringement case as an example to 
confirm the feasibility of this method. Lee [3] used the traditional space vector to calculate patent 
similarity, and got a good result. Taghaboni Dutta [4] used the cosine formula to calculate the 
similarity between patents. Moehrle [5] combined the methods, processes, and results in the patent 
to analyze the similarities between patents. Tseng [6] used SAO structure to express patent content. 
Magerman [7] calculated the similarities between patent documents and scientific publications by 
mining the semantic information. Yoon [8] used SAO to build a patent map for patent similarity 
calculation. Indukuri [9] used the parsing and semantic analysis to calculate the similarity of patents. 
McNamee [10] used patent similarity and distance to classify patents, and used the US patent 
classification system as an empirical study. 

This paper focuses on Chinese patent infringement and proposes a method for judging the 
similarity of Chinese patents based on vector space model. Different from the traditional vector 
space model (VSM), this paper uses Word2Vec model to enhance the semantic expression ability of 
traditional VSM. The new model named semantic extended vector space model (SE-VSM). 
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2. Calculating Chinese Patent Similarity Based on SE-VSM 
The whole idea of this article is shown below in Fig. 1: 

 
Figure 1. The whole idea of paper 

2.1 Text Preprocessing 
Before using the vector space model and the Word2Vec model, the text need pre-processing such 

as word segmentation, removal of stop words, and removal of special symbols. There are many 
algorithms for Chinese word segmentation such as: dictionary methods, statistical method and 
combination method. Many researchers have proposed some word segmentation methods for 
Chinese patent claims. And this paper chooses one method proposed by Jie Zhang [11]. 

2.2 Word2Vec Model 
The Word2Vec [12] model is a language model proposed by Mikolov. It can quickly and 

effectively express a word into a vector, and the core architectures are CBOW model And the 
Skip-gram model, as shown in Fig. 2. 

 
Figure 2. CBOW and Skip-gram 

The CBOW model use the context to calculate the probability of the current word ( )w t . The 
Skip-gram model is just the opposite. It uses the word ( )w t  to predict the words before and after

( )w t . 

2.3 Vector Space Model 
The vector space model was proposed by G. Salton in 1960 and is a very important mathematical 

model. The model is based on a hypothesis that the text content is only related to feature items. The 
meaning of the feature item is the word after the Chinese word segmentation. The model abstracts 
the text into a feature space vector. 
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Assume the existing Chinese text library D , and D  contains N  Chinese docs. First, the 
Chinese word segmentation method is used to segment the text, and then the stop words are 
removed to obtain the feature item set 1 2 3{ , , ,..., }nT t t t t= . The feature items of all text are in set T . 
VSM maps text to n-dimensional vector, for example text iD  can be expressed as one vector 

iDV : 
 

1 2 3{ , , ,..., }
iD i i i inV w w w w=                          (1) 

 
(1 )ikw k n≤ ≤ is weight of the feature item kt  in text iD . Generally we use statistical correlation 

methods to calculate weights ikw , TF-IDF method is a widely used weight calculation method used 
by VSM. The formula is: 
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iktf is the number of times that kt  occurs in iD , iLen  the number of feature items in iD , | |D

is the number of texts in D , | |
kt

Num  is the number of texts containing kt . α is an empirical 
coefficient and generally set it to 0.01. 

For two texts iD  and jD  , use TF-IDF to calculate the text vector 1 2 3{ , , ,..., }
iD i i i inV w w w w=  

and 1 2 3{ , , ,..., }
jD j j j jnV w w w w= . There are mainly the following methods for calculating the 

similarity of vectors. 
(1) Inner Product: 
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(3) Dice Coefficient: 
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(4) Cosine Coefficient: 
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The most commonly used algorithm is the cosine coefficient shown in formula (8), which uses 

the cosine of the two vectors to measure the text similarity. The larger ( , )i jSim D D , the higher the 
similarity between the two texts. 
2.4 Semantic Extended Vector Space Model 

The biggest advantage of the VSM is text representation. It simplifies the processing of text 
content into vector operations by transforming the text content into a vector, which can greatly 
improve the operability and computability of natural language text. At the same time, the TF-IDF 
method can objectively represent text content to a certain extent. 

Although the VSM model has many advantages, it also has the following problem: VSM 
assumes that there is no relationship between feature items, but the actual situation is that the 
features items of the texts often have rich semantic relations with each other. If you ignore the 
semantic relationship, VSM will produce inaccurate results. 

In order to solve the problem that the traditional VSM contains too little semantic information, 
this paper use Word2Vec model to extend VSM, and the new model is named Semantic Extended 
Vector Space Model (SE-VSM). The specific steps are as follows: 

1) Training Word2Vec model. Then we will get a Word2Vec model and feature item set 
1 2 3{ , , ,..., }nT t t t t= . Using this model, we can get the similarity between feature items, ( , )j ksim t t  is 

the similarity between jt  and kt . 
2) For one Chinese patent iD , First get the vector of iD  according to formula (2). 

1 2 3{ , , ,..., }
iD i i i inV w w w w= , and set ' ' ' ' '

1 2 3{ , , ,..., }
i iD D i i i inV V w w w w= = . 

3) For any feature item jt  in iD , and for any feature item (1 )kt T k n∈ ≤ ≤ . If 
( , ) 0.5j ksim t t ≥  then add kt  to the set jT . For k jt T∈ , use ' * ( , )ik ik ij j kw w w sim t t= +  to update 

iDV . 
4) Finally, normalize 

iDV  with 0-1 regularization. 

3. Evaluation 
The training corpus of the Word2Vec model in this paper is mainly composed of Wikipedia, 

Sogou News and more than 4000 Chinese patent claims. Each word in the trained Word2Vec model 
is represented by a 128-dimensional vector. 

According to the principle of patent infringement, only authorized patents can be infringed. In 
order to simulate the actual patent infringement retrieval process, this paper selected eight patents, 
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and these eight patents belong to eight main categories. Their legal status is rejected. The contents 
of table1 are the patent number of these eight patents.  

Table 1. Patents to be detected 

Number Patent number 
1 CN200710009513.9 
2 CN201010256932.4 
3 CN20103125080.7 
4 CN201010279077.9 
5 CN200910198099.X 
6 CN201010546297.3 
7 CN20081002304.0 
8 CN200780022801.6 

 
For these eight patents, we build eight sets of experimental data. For each patent, we manually 

design six infringement patents using several methods, such as conceptual replacement, feature 
replacement, etc. Core-related patents are artificially found patents that are suspected of 
infringement. 

There is the experimental data in Table 2. 
Table 2. Experimental datasets 

Number IPC 
category 

Artificial 
patents 

Core-related 
patents 

Subject related 
patent 

Randomly selected 
patent 

1 A41F1/00 6 8 24 34 
2 B24C3/00 6 6 21 25 
3 C22C1/00 6 7 30 40 
4 D06H3/00 6 5 18 39 
5 E21B4/00 6 6 35 45 
6 F42D1/00 6 8 23 41 
7 G05B19/00 6 6 28 28 
8 H04W84/00 6 9 17 33 
 
The ultimate goal of patent infringement search is to accurately and completely identify all 

patents that are suspected of infringement from the patent database. In order to compare VSM and 
SE-VSM, we use precision and recall as evaluation indicators. 

 
|{retrieved infringement patents} |

|{retrieved patents} |
precision =                    (9) 

 
|{retrieved infringement patents} |

|{all infringement patents} |
recall =                     (10) 

 
If the similarity of two patents greater than 0.5, we believe that these two patents have 

infringement. 
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Figure 3. Precision and Recall 

It can be seen from Fig. 3 that for the Chinese patent infringement retrieval, SE-VSM can 
achieve higher accuracy and recall than the traditional VSM. Judging from the results of the search, 
at least 4 of the top 6 patents with similarity are artificially designed infringement patents, which 
can explain the feasibility of the method. 

4. Conclusion 
Patent is the main carrier of scientific and technological innovation, once a company is involved 

in a patent infringement dispute, it usually takes a lot of time and energy. In serious cases, it may 
cause huge economic losses. At present, most patent search systems only perform simple search 
term matching and cannot effectively verify patent infringement. 

This paper proposes semantic extended vector space model for the calculation of Chinese patent 
similarity. This model is based on Word2Vec model and traditional vector space model. Compared 
with traditional VSM, the model proposed in this paper has stronger semantic expression ability. 
The validity of the new model was also verified by experiments. 
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